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The radio sky below ~10 MHz is largely unexplored due to the inability of ground-based 

telescopes to observe near or below the ionospheric plasma frequency, or cut-off frequency. 

A space-based interferometric array is required to probe the portion of the electromagnetic 

(E-M) spectrum below 10 MHz with sufficient angular resolution and sensitivity to be 

scientifically useful. Multi-spacecraft constellations scale quickly in cost and complexity as 

the number of spacecraft increases, so minimizing the number of required spacecraft for an 

interferometric array (while maintaining performance) is critical for feasibility. We present 

the HF (High Frequency, 3 to 30 MHz) Vector Sensor as a high performance spacecraft 

instrument in a future space-based interferometric array. The HF Vector Sensor is 

composed of three orthogonal dipoles and three orthogonal loop antennas with a common 

phase center. These six elements fully measure the E-M field of incoming radiation. We 

present the design of two prototype HF Vector Sensors, ground-based data collection at 

frequencies above the ionospheric cut-off, and imaging results using several different 

algorithms.  

Nomenclature 

HF = high frequency (3 to 30 MHz) 

MF = medium frequency (300 kHz to 3 MHz) 

VS = vector sensor 
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E-M = electromagetic 

EM = expectation maximization 

AKR = auroral kilometric radiation 

RAE-2 = Radio Astronomy Explorer-2 

MWA = Murchison Widefield Array 

LOFAR = Low Frequency Array 

LWA = Long Wavelength Array 

EMI = electromagnetic interference 

RFI = radio frequency interference 

DEVS = deployable electromagnetic vector sensor 

LNA =  low noise amplifier 

1U =  1 unit of a CubeSat (10 x 10 x 10 cm) 

RAPID = Radio Array of Portable Interferometric Detectors 

FPGA =  field programmable gate array 

θ =  elevation spherical coordinate 

φ = azimuth spherical coordinate 

γ = polarization auxiliary angle 

η = polarization phase difference 

y =  vector sensor response 

β =  signal amplitude 

a = vector sensor steering vector 

n =  white complex zero-mean Gaussian process 

n =  n
th

 time interval 

m = m
th

 spacecraft in the interferometer 

i = i
th

 source in the sky (or sky ‘pixel’ containing a white Gaussian process) 

ci = intensity of i
th

 source 

τi = time delay for source i for each m satellite in the interferometric array 

k = index for vector sensor elements (k=1:6) 

S = vector sensor data covariance matrix 

A = matrix of steering vectors (a) for every sky pixel 

Σ = vector of estimates in the EM algorithm 

R = estimated covariance in the EM algorithm 

Rn =  noise covariance matrix in the EM algorithm 

Yl
m
 = spherical harmonic function of degree l and order m  

alm = spherical harmonic function scaling coefficient 

Ash = steering vector matrix for integrated response to spherical harmonic components 

Σsh = vector of estimated spherical harmonic coefficients  

I. Introduction 

he portion of the electromagnetic (E-M) spectrum below 10 MHz is poorly explored due to the opacity of the 

Earth’s ionosphere below the local ionospheric plasma frequency (cut-off frequency). The plasma frequency of 

the ionospheric peak ranges from 5 to 15 MHz, depending on the time of day and ionospheric conditions. Ground-

based observations in the range ~20 MHz to ~100 MHz, just above the ionospheric plasma frequency, are 

challenging due to increasing refraction and scattering, while observations below the ionospheric plasma are not 

possible from the ground. Low frequency, or long wavelength, science requires the ability to image the sky. At 

wavelengths on the order of meters, monolithic dish antennas are no longer feasible since they would need to be 

kilometers in diameter in order to obtain reasonable angular resolution. Interferometric arrays solve this problem by 

creating a synthetic aperature from widely spaced individual antennas. Ground-based low frequency observatories 

(MWA
1
, LOFAR 

2
, LWA 

3,4
) typically use individual crossed dipoles or small dipole phased arrays as the individual 

elements of an interferometric array.  

 In this paper, we propose a novel individual interferometric array element, the vector sensor, as an alternative to 

crossed dipoles or tripoles for a space-based array capable of imaging the sky below the ionospheric cut-off. We first 

describe the science objectives for low frequency radio astronomy (Section II), describe the vector sensor 

mathematically (Section III), and present two practical implementations of the vector sensor concept (Section IV), 

one for ground-based testing and one for space applications. We then describe novel imaging algorithms applied to 

T 
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simulated and real data (Section VI) and ground-based measurements taken at frequencies above the ionospheric 

cut-off using a single vector sensor (Section VII).  

II. Low Frequency Radio Astronomy 

The desire for a low frequency observatory capable of observing below the ionospheric cut-off naturally suggests 

a space-based interferometric array located well above the ionospheric peak. Observations below 10 MHz would 

enable study and tracking of solar coronal mass ejections 
5
, solar system and exoplanetary auroral radio emission 

6
, 

mapping of the interplanetary and interstellar medium in the local neighborhood 
7
, investigations of galactic cosmic 

ray origins 
8
, galactic magnetic field mapping, energetic processes such as supernovae

9
 and active galactic nuclei, 

and early universe studies including the Epoch of Reionization and the formation of the first stars 
10

. A space-based 

low frequency observatory will require tens of spacecraft to achieve sufficient u-v plane coverage for sky mapping. 

Interferometry requires position knowledge (though not necessarily control) of each array element to a fraction of 

the operating wavelength (typically 1/10). For 30 MHz (λ = 10 m) observations, 1 m position knowledge is required.  

To date, there has been only one space mission, RAE-2 
11,12

, that was dedicated to mapping the sky below 10 

MHz. Though several space-based low frequency observatories have been proposed 
13–17

, none have been selected 

for flight. The cost and complexity of constellations in space scale quickly with the number of spacecraft required. 

The design of the individual array element should therefore be optimized so that the total number of array elements 

can be minimized. We propose the vector sensor as an optimal array element that will reduce the total number of 

elements required by a factor of two when compared to tripole elements for a given sensitivity requirement. The 

vector sensor is a more complex single element than a triple (2x receive channels, etc.), but the reduction in required 

spacecraft justifies the added single element complexity. 

The vector sensor described below is often referred to as the ‘HF Vector Sensor’ or ‘HFVS’, where HF refers to 

the 3 to 30 MHz frequency band. The ground-based version of the vector sensor (Atom) is optimized for this band, 

but the space-based antenna (DEVS) will operate from 300 kHz to 30 MHz, encompassing the HF band and the MF 

(300 kHz to 3 MHz) band. 

III. Vector Sensing 

To maximize the information gained in each node of that space-based array, we propose the use of a vector 

sensor as the fundamental antenna element of a future low frequency interferometric array. A vector sensor is 

composed of three orthogonal dipoles (a dipole triad) and three orthogonal loops (loop triad) with a common phase 

center. The six elements of the vector sensor enable independent measurement of the four spatial parameters that 

describe the propagation of an electromagnetic wave in space. The four parameters are two coordinate angles, in 

spherical coordinates used here, Θ and Φ, and two parameters that determining the polarization sense, ellipticity 

𝛾 and 𝜂. The loops provide individual element patterns that are consistent with the response of a magnetic dipole. 

With the combination of the electric and magnetic dipole responses we characterize the vector sensor as measuring 

the E-field and B-field vectors of incoming radiation.  

A single signal impinging on the vector sensor loops and dipoles is in the form of an amplitude-weighted array 

response vector. That is, the response of the array is 

𝐲 = 𝛽𝐚. (1) 

The vector 𝐚 is the array response vector: 

𝐚 ≡ 𝐚(𝜃, 𝜙, 𝛾, 𝜂) ≡

[
 
 
 
 
 
𝑒𝑥

𝑒𝑦

𝑒𝑧

ℎ𝑥

ℎ𝑦

ℎ𝑧]
 
 
 
 
 

=

[
 
 
 
 
 
cos 𝜙 cos 𝜃
sin𝜙 cos 𝜃

− sin 𝜃

−sin 𝜙
cos𝜙

0
−sin𝜙
cos𝜙

0

−cos𝜙 cos 𝜃
−sin 𝜙 cos 𝜃

sin 𝜃 ]
 
 
 
 
 

[
sin 𝛾 𝑒𝑗𝜂

cos 𝛾
] (2) 

  

Angle of Arrival (,  ), amplitude, 𝛽 and polarization state (, ) are embedded in the array response through 

the steering vector 𝐚. This array response is originally from 
18

 and parameterizes polarization by auxiliary angle (γ) 

and phase difference (η).  

The received data is a superposition of the sources from different angles and the received data is collected as a 

time series. We represent the totality of sources by the summation into received data vectors for each satellite. 

The received data vector for the 𝑛𝑡ℎ time sample of 𝑁 total samples for satellite 𝑚 of 𝑀, denoted, 𝐲(𝑛,𝑚), is 
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𝐲(𝑚, 𝑛) = ∑ 𝑐𝑖(𝑚, 𝑛) 𝐚𝑖

𝐼

𝑖=1

(𝑚, 𝑛) + 𝐧(𝑚, 𝑛), (3) 

where the receiver noise, 𝐧(𝑚, 𝑛), is a white complex zero-mean Gaussian process, 𝐶𝑁(0, 𝐑𝑛). The 𝐚𝑖(𝑚, 𝑛) are 

the steering vectors corresponding to the 𝑛𝑡ℎ time sample for the 𝑚𝑡ℎ satellite for the 𝑖𝑡ℎ source of 𝐼 sources and the 

𝑐𝑖(𝑚, 𝑛)are the intensities of the sources. This particular formulation allows for arbitrary rotation of the individual 

satellites that has negligible motion during the period of each individual time sample   

The formulation in Eqn. 1 can be applied to a spatially-distributed source where source is discretized into pixels, 

each pixel being modeled as one of the 𝐼 sources. For problems of interest the propagation medium can be polarizing 

and the EMVS is polarization sensitive. As a result, we use two polarization bases, notionally either right and left 

circular, or horizontal and vertical linear to span the polarization space. We use a single index into the entire three-

dimensional array. As a result, there will be 𝐼 cells with discretization over both spatial angles and polarization state. 

In each source cell we assume radiation from a complex white Gaussian process. 

We can further develop this model to provide a common galactic reference for the sources. First, as the vector 

antenna captures fully the electromagnetic field a local transformation of coordinates for the measured data at each 

time step can be performed such that the 𝐚𝑖(𝑚, 𝑛) for each satellites are expressed in a common galactic reference 

system. As a rotation of coordinates, this transformation is a single transformation on 𝐲(𝑚, 𝑛) and thus identical for 

all of the 𝐚𝑖 for any particular satellite. Since the vector sensor responses are identical after calibration this 

transformation removes the dependency of the steering vectors on time and satellite; 𝐚𝑖 = 𝐚𝑖(𝑚, 𝑛).  

Secondly, the propagation of the sources across the constellation of satellites results in a time delay. Assuming 

the time delay across the satellite constellation is small relative to the inverse of the bandwidth the narrow-band 

approximation can be made 
19

 and with this approximation the time delay from element to element can be 

approximated as a phase shift and the amplitude of the time samples as being constant across the constellation of 

satellites, that is, 𝑐𝑖(𝑚, 𝑛) = 𝑐𝑖(𝑛)𝑒𝑗𝜔𝜏𝑖(𝑚). The phase shift can be moved from the amplitude term and incorporated 

into an augmented array steering vector 

�̃�𝑖 = [
𝐚𝑖𝑒

𝑗𝜔𝜏𝑖(1)

⋮
𝐚𝑖𝑒

𝑗𝜔𝜏𝑖(𝑀)
] = 𝛕𝑖  ⊗ 𝐚𝑖 (4) 

   with the vector 𝛕𝑖 = [𝑒𝑗𝜔𝜏𝑖(1) ⋯𝑒𝑗𝜔𝜏𝑖(𝑀)]. The full data matrix, can then be expressed in matrix vector form as: 

𝐘 ≡ [
𝐲(1,1) ⋯𝐲(1, 𝑁)

⋮
𝐲(𝑀, 1) ⋯𝐲(𝑀,𝑁)

] = �̃�𝐂 + 𝐍. (5) 

In this expression, �̃� = [�̃�1 ⋯ �̃�𝐼] and the rows of 𝐂 are the time series corresponding to each of the sources. The 

receiver noise 𝐍 has been transformed as well. Since receiver noise is typically a multiple of the identity matrix and 

the coordinate rotation can be performed as a unitary transformation, the covariance structure of the noise can be 

preserved. 

This formulation of the data model forms the basis of our estimation algorithms.  

Using vector antenna is a significant departure from the crossed dipoles or dipole triads that have been proposed 

previously for space-based low frequency interferometric arrays. The increase in complexity is justified by the 

increase in per-satellite sensitivity that the vector sensor provides, particularly in the presence of interfering signals 

such as man-made RFI or Earth’s auroral kilometric radiation (AKR). An interferometric array composed of vector 

sensors will reduce the total number of array nodes needed by at least a factor of two for a given sensitivity level. 

IV. HF Vector Sensor Implementation 

 ATOM antenna  A.

A rugged electromagnetic vector sensor for ground-test use in the HF band (3 to 30 MHz) has been implemented 

based on the design of Meloling et. al. 
20

.  The ground-based vector sensor antenna in Figure 1 consists of three 

orthogonal loops, each with 1 m diameter.     To ease mechanical fabrication, each loop is approximated by using 

straight sections of 2.22 cm (0.875 inch) OD copper tubing and 45 copper elbows that form an octagon. The 
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orientation of the three loops is such that corresponding segments at the bottom of the vector sensor antenna are 

located in a plane parallel to the ground.  Each loop has two feed terminals located at opposing points on the 

octagon. By phasing the two feed terminals with a sum and difference hybrid the current flow on the octagon 

generates both short dipole and uniform 

current loop receive antenna modes 
21

.  The 

full antenna produces the six output channels 

(three dipole antenna modes and three loop 

antenna modes) consistent with measuring 

each component of the electromagnetic field, 

referenced to the orientation planes of the 

three loops. To achieve balanced antenna 

feeds, transformer baluns are mounted within  

the copper tubing, and the transformer leads 

are connected to the antenna terminals. 

Flexible coaxial cables are routed inside the 

copper tubing from the antenna terminals to 

the vector sensor modeformer.  Machined 

Delrin blocks are used to connect and support 

the painted copper tubing. The vector sensor 

antenna is supported approximately 2 m 

above the ground by three adjustable PVC 

legs.    

 Amplifier B.

A key aspect of the instrumentation system is the front end amplifier. This has been described in previous 

publications 
22

. For the ground-based observations we supplied very well regulated, electrically clean power over the 

coaxial cable used to carry the RF signals. Extra care was used to provide very clean power from a low noise 

secondarily regulated supply and from a battery sourced supply. 

To compensate for the impedance characteristics of the ATOM antenna, a novel active mode forming amplifer 

was constructed. Traditional Foster-type matching is impossible to achieve with wide bandwidth given the antenna 

impedance, and the two modes have conflicting amplification requirements. Therefore, the unbalanced feeds from 

the split loops of the ATOM antenna are connected to a hybrid transformer to separate the modes before 

amplification by circuitry specifically tailored to the electrical models of the modes.  

The loop mode consists of a voltage source in series with an inductance. Since effective height of a loop 

increases with frequency, this voltage increases with frequency. This is counteracted by the increasing reactance of 

the inductor, resulting in constant current over frequency. It naturally follows that a transimpedance amplifier would 

be the correct solution. This amplifier holds its input at virtual ground, thus negating the effect of parasitic 

capacitance. Common gate current buffers are used at the input of this amplifier to avoid noise gain peaking due to 

the antenna’s low impedance effectively negating the amplifier’s feedback path. 

The dipole mode consists of a voltage source in series with a small capacitance. The voltage will remain constant 

over frequency due to the effective height being constant. Since this capacitance is very small, any parasitic 

capacitance will act as a voltage divider. Again, it naturally follows that a charge amplifier with current buffers is 

the correct solution to negate the effect of parasitic capacitance and provide flat gain over frequency 
23,24

. 

Power was provided to the low noise amplifiers using a power supply or an external LiFePO battery in some 

cases where we attempted to minimize the noise present at the LNA power input.  

  

Figure 1. Atom 1 vector antenna at MIT Haystack 

Observatory.  The three octagonal loops that form the 

vector sensor are white-painted copper tubing and the 

support posts are PVC.  Each loop is 1 m in diameter. 
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 Initial ground testing of the vector sensor antenna is in progress at MIT Haystack Observatory in Westford, MA. 

An initial test was the detection and mapping of the NIST WWV 15 MHz transmission
22

. Figure 3 illustrates an 

image produced from the measured data of the six vector sensor antenna elements using an equal area discretization 

on the sphere 
25

 and the maximum-likelihood estimation algorithm 
26

. The results presented here indicate that the 

ground-based vector sensor is able to localize bright sources. 

 

 Deployable Electromagnetic Vector Sensor (DEVS) C.

The Atom antenna is well suited to ground-based testing and development, but the science applications discussed 

in Section II require a space-based sensor. DEVS is a vector sensor configuration that can be rolled up and stowed 

into a small volume for satellite applications. This configuration consists of 4 vertical loops, a horizontal loop and a 

vertical monopole (see Figure 4). A deployment testbed was developed for DEVS to investigate how a 4 meter 

diagonal version of the the sensor might stow and deploy from a 1U CubeSat (10 cm x 10 cm x 10 cm) form factor. 

The vertical loops are made from steel carpenters tapes, the horizontal loop is made out of wire and the vertical 

monopole is another steel carpenters tape. The tapes are used as the conducting antenna elements and they also serve 

as the structural members forming the shape of the antenna. 

 
Figure 2. Atom LNA schematic 

 
Figure 3. Example of direction finding for reception of the WWV

34
 radio transmissions at 15 MHz.  

The source map coordinates are local elevation and azimuth, with 0 degrees in elevation, the local 

horizon, marked by the white line.  The color indicates the Stokes intensity, I, in dB. 

Horizon
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For this deployment testbed, the antenna stow process begins with coiling the radial portion of the vertical loops and 

horizontal loops around a central telescoping tube. This is done by spinning the central telescoping tube about its 

axis. The action of rolling up the steel carpenters tapes provides stored strain energy which later drives the 

deployment of the antenna when they are release.Then, the vertical portions of the vertical loops are collapsed along 

with the spring loaded central telescoping tube to fit into the 1U form factor. The vertical monopole can be rolled up 

to fit within the available volume in the center of the central telescoping tube. The vertical members of the vertical 

loops are also steel carpenters tapes. The radial and vertical members of the vertical loops are riveted and soldered at 

the joints to ensure good electrical conductivity. 

 In order to 

investigate the 

deployment in Earth’s 

gravity, a gravity 

offload frame was 

built to keep the steel 

carpenters tapes from 

collapsing under their 

own weight during the 

deployment. Only the 

tips of the vertical 

loops are attached to a 

low friction sliding 

rail on the offload 

frame (Figure 5). This 

limited the loops length to 1.5 m ( 3 m tiptotip) for the testbed because beyond that length the gravity load in the 

center of the radial portion of the vertical loops was enough to cause the tapes to fold and drop towards the ground. 

 The deployment sequence was tested several times and was very repeatable. The deployment was initiated by 

using nichrome wire to burn through a nylon string that held the spring loaded telescoping tube collapsed. This 

released the telescoping action and deployed the vertical portion of the vertical loops to their full height. Then, a 

second nichrome wire was heated to burn through a nylon string releasing the rolled steel carpenters tapes. The 

stored strain energy in the rolled steel carpenters tapes is enough to drive the deployment of the vertical loops in 

addition to pulling out the wires making up the horizontal loops. 

 
(a)                     (b)                                                     (c) 

Figure 4.  DEVS antenna fully stowed (a), telescoped but not deployed (b), and fully deployed (c).  The 

vertical monopole is stowed in the cylinder on the top of the 3U CubeSat frame and the remaining five 

elements (two rectangular loop/dipoles and square perimeter loop) are stowed in the top 1U. 

 

 

 

Figure 5.  DEVS deployed in gravity offload frame.  The vertical monopole was not 

included in this deployment test. 
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 This DEVS deployment testbed showed that the concept is feasible. However, after this testing was completed 

several alternative carpenter tape materials and stow/deploy configurations have been considered to provide a more 

lightweight and robust deployable antenna system. The design and testing of the DEVS antenna as well as a high 

altitude balloon test are described in more detail in 
22

. 

 

V. Data Acquisition System 

 Receiver  A.

Ground based data acquisition has been performed using commercial Ettus 

N200 radios with basic RX receiver boards integrated into a customized low 

EMI enclosure. See Figure 6. A radio, data acquisition computer, GPS 

stabilized oscillator, and solid state storage are combined in the enclosure to 

enable portability. These systems were originally developed as hardware 

prototypes for the RAPID project 
27

 and have corresponding solar and battery 

power units for cases where field operations are required. Three separate 

receivers were used to help isolate the independent channels of the vector 

sensor and to prevent self interference that was observed when using multiple 

software radios in the same enclosure. External synchronization to a common 

external reference clock was used for most experiments to ensure that the 

software radios were stable in time and frequency.  

A custom FPGA firmware was implemented for the Ettus N200 receivers 

to address performance issues with low signal levels and low sampling 

bandwidths. The first issue, identified in initial data collections with low 

signal levels, was a DC bias on the order of 20 dB above the receiver noise 

floor. It was determined that this bias was a result of truncation applied in the 

FPGA to reduce the bit depth after filtering. Replacing the truncation with 

rounding removed the bias, and this fix has since been included in the 

commercial FPGA code release. The second issue occurred in collections 

with low sampling bandwidths and presented as a valley in the noise floor 

around the center frequency. It was discovered that this noise shaping is by 

design in order to reduce quantization noise around the center frequency, and it is evident only when quantization 

noise is the dominant noise source as happens with high decimation rates. In order to reduce quantization noise in 

the low bandwidth regime, a variable bit scaling was implemented in the N200's FPGA. The scaling provides a 

digital gain that keeps low-order bits acquired from decimation at the expense of high-order bits that are unused 

when the signal level is low. 

 Data Recording  B.

Data recording uses the DigitalRF data format which implements raw voltage capture in the HDF5 data format. 

Acquisition bandwidth was limited by the available data storage and for some experiments external computers were 

used to obtain data from each of the receivers over Ethernet connection. Recording bandwidth was limited by data 

storage capacity and the overall capability of the Ettus radios (dual channel) to at most 15 MHz per channel which 

could be tuned in center frequency using the N200 digital downconverter. In most cases a more narrow acquisition 

was used to extend the observation time possible for a given experiment. Figure 7(left) shows an extended data 

collection using a terminator to evaluate system self noise and (right) shows a similar collection using an injected 

noise diode. Amplitude stability in the receiver was more variable when low bit depths were being excited at the 

A/D convernter input. Short term variability with the injected diode was on the order of 0.02 dB while longer term 

variations were on the order of 0.15 dB. Terminated inputs show about an order of magnitude higher variation and 

some residual spectral content in time and frequency can be seen. The data acquisition system also exhibits 

temperature dependence that we have not quantified directly.  

 

Figure 6.  Low EMI receiver 

box containing Ettus receiver, 

filters, power supplies, GPS 

stabilized oscillator, and solid 

state disks for data recording. 
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 Noise Mitigation  C.

Noise due issues at different field test sites and self noise of the data acquisition systems proved to be early 

impediments to successful data acquisition. Self noise was particularly important and included significant conducted 

signals in the HF band from the system DC/DC converters, cross-interference between radios, Ethernet switch 

interference when attempting to use three radios in one enclosure, externally noise conducted over power lines, and 

noise radiating from the GPS synchronized oscillator. These issues were systematically addressed as they were 

discovered. In particular, a low EMI power supply was implemented to resolve noise issues from the DC/DC 

switching power converters used to power the radio. The result of this modification is show in Figure 8 where the 

left panel shows a noisy commercial DC/DC converter measured at the power supply input to the radio and the right 

panel shows the custom low EMI DC/DC converter. Most of the spectral response visible in the low noise supply 

measurement is from the surrounding laboratory environment (determined by measuring with the supply off; not 

shown). Note these are conducted emissions at the power supply input prior to on radio regulation and filtering. In 

practice the noisey DC/DC converter produced significant signals in the collected data and proved unusable. 

 

  

 

VI. Imaging Algorithms 

 Expectation Maximization A.

The application of the expectation maximization (EM) algorithm to vector sensor imaging is described in detail 

in 
26

, 
28

 and references therein. Briefly, we represent the vector sensor data by a K x N matrix, where temporal 

samples are indexed by n and vector sensor elements are indexed by k (k=1…6). The sky is represented as I angular 

 

Figure 8. Spectral analyzer measurements of conducted emissions in the at the power supply input to the 

software radio with a 2A controlled load. The measurements show a noisy DC / DC converter (left) and a 

low EMI DC/DC converter (right). The low frequency response and spectral lines observed on the right 

are due to the analyzer and from the local environment respectively. A pre-amplifier was also used for 

the low EMI converter measurements. 

 

 

 

Figure 7. Signal power versus time and frequency for terminated receiver inputs (left) and for a noise 

diode (right). Power versus time is shown at the top and the different amplitude scales used to highlight 

the relative variability should be noted. 
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resolution elements, each with a complex white Gaussian process generating radiation. Polarization is represented 

by either a right and left circular basis or a linear vertical and horizontal basis. As described in Section III, the data 

received by the vector sensor, y, at temporal index n is represented by 

𝑦[𝑛] = ∑𝑐𝑖[𝑛]𝒂𝒊 + 𝑛[𝑛]

𝐼

𝑖=1

, (6) 

where ai is the steering vector associated with direction i, ci is the result of the complex white Gaussian process at 

that location, and n is the receiver noise, a white complex zero-mean Gaussian process. In matrix form, 

𝒀 = 𝑨𝑪 + 𝑵 

  We estimate a set of parameters that represent either resolution elements on the sky (i.e. ‘pixels’) or coefficients 

of spherical harmonics. Other parameter choices are possible, but not discussed here.  

The steps of the EM algorithm are as follows: 

1. Initialize the complete spectral data estimates 𝛴1 and covariance matrix 

�̂�1 = 𝑨�̂�1𝑨𝐻 + 𝑹𝑛 (7) 

2. Integrate the following for 𝑝 = 1…𝑃: 

𝛴𝑝+1 = 𝑑𝑖𝑎𝑔(𝛴𝑝 + �̂�𝑝𝑨𝐻 (�̂�𝑝−1
𝑺�̂�𝑝−1

− �̂�𝑝−1
)𝑨�̂�𝑝 (8) 

�̂�𝑝+1 = 𝑨𝛴𝑝+1𝑨𝐻 + 𝑹𝑛 (9) 

where A is the steering vector matrix and S is the sample covariance matrix: 

𝑺 =  
1

𝑁
𝒀𝒀𝑯 (10) 

This estimation formulation is used for both approaches below. 

 Pixel-based Approach  B.

As described above, the sky map can be represented as a set of resolution elements or pixels. At each pixel 

location, there are actually two pixels. The two pixels represent the two parts of the polarization basis, either right 

and left circular or vertical and horizontal. The combination of these two pixels spans all possible polarization states. 

HEALpix 
25

 was used to select pixel centers on the full 4π steradian sphere in order to avoid oversampling at the 

poles. The pixel-based approach fits naturally with the data model described above, and returns an estimate for each 

input pixel. 

The pixel-based EM imaging approach yielded good results both in simulation (Figure 9) and with real data 

(Figure 3,  Figure 14). It is currently the standard imaging algorithm ground-based testing of the vector sensor. The 

resulting images are necessarily non-unique, however, because the parameters needed to represent all pixels and 

polarizations far exceeds the constraints provided by the data. Non-unique imaging techniques for radio data are 

common and accepted in the radio astronomy community. The standard imaging algorithm for interferometric data, 

CLEAN 
29

, is routinely used to estimate many more parameters (pixels, polarization) than can be constrained by the 

data. Images resulting from CLEAN therefore vary depending on the parameters chosen for the algorithm. 

 
The pixel-based approach is useful for identifying the brightest point-like sources in the sky. These may be 

interferers, such as transmitters, natural terrestrial emission, such as the auroral kilometric radiation (AKR) or 

lightning, solar or jovian bursts, or extremely bright astrophysical emitters (e.g. Cyg A, Cas A). Depending on the 

intent of the observation, the pixel-based approach may be used on its own if the object of interest is one of the 

     Simulated Sky         EM Algorithm Result (Pixel-based) 

 

Figure 9.  Simulated sky (left) and resulting estimate (right) using the expectation-maximization (EM) 

algorithm and estimating individual pixels. 
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bright emitters listed above. Alternatively, it may be used to determine the direction of arrival, intensity, and 

polarization of unwanted flux so that it may be removed via nulling. 

 Spherical Harmonic Approach  C.

An alternative approach uses a spherical harmonic expansion to approximate the brightness distribution of the sky. 

Spherical harmonics are a logical choice to represent the sky particularly in the case where the vector sensor is in 

space and is sensitive to the full 4π steradian celestial sphere. Estimating the coefficients of spherical harmonics, 

truncated at some relatively low degree l and order m, will bias the resulting image toward the spatially distributed 

emission present. 

Spherical harmonic estimation techniques has been proposed for radio sky imaging 
30,31

, but these approaches are 

designed to operate in the visibility domain of radio interferometric measurements. In the single vector sensor case, 

the expectation maximization algorithm will be used to estimate n coefficients of spherical harmonic functions up to 

a pre-determined limit in l and m. If that limit is chosen such that the number of estimated coefficients is less than 

the available degrees of freedom, the resulting solution will be unique. The vector sensor has 19 degrees of freedom 

instantaneously (Ref. 26), so up to 19 coefficients may be estimated uniquely for a single observation using this 

approach. This yields a very low resolution map, ~l=3. Higher degree estimates are possible by several methods, 

including adding spatially separated sensors (interferometry), or pre-selecting only the spherical harmonic 

components that are expected to contribute significantly. The second approach introduces a model-based bias to the 

estimation. 

The Haslam et.al. full sky map at 408 MHz 
32

, post-processed and prepared in HEALPix format 
33

, was used as 

input for simulating the spherical harmonic estimation approach. The full resolution map (~56 arcmin resolution) is 

shown in Figure 10, along with a version of the map represented by spherical harmonics up to degree l=3 (left) and 

l=20 (right). Even in the low degree map, the galactic plane and central galactic bulge are apparent. 

 
 The l=0 term, or the global ‘DC’ flux level, can be estimated separately from higher degree terms. Estimating 

coefficients for all m (-l ≥ m ≥ l), there are 15 coefficients to l=3 and 24 to l=4 (not including l=0). There are 

therefore three possibilities when choosing which coefficients to estimate: 1) estimate all coefficients from l=1 to 

l=3 (15) for a unique solution, 2) estimate all coefficients from l=1 to l=4 for a higher resolution but non-unique 

solution, or 3) estimate coefficients from l=1 to l=4 while dropping some l=4 coefficients to estimate exactly 19 

terms, yielding a unique solution. 

 The simplest way to proceed with spherical harmonic coefficient estimation using vector sensor data is to alter 

the content of the A and Σ terms in the EM equation (Eqns. 7-9) must be adapted to the spherical harmonic 

approach. The vector of estimates, Σ, is no longer a set of values corresponding to a resolution element (‘pixel’) 

 

 

Figure 10.  The post-processed Haslam et. al. map 
33

 (top center), the Haslam et. al. map represented by 

spherical harmonics to degree l=3 (bottom left) and degree l=20 (bottom right).  There are some 

projection distortions at the edges of all the maps. 
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centered at (θ, φ). Instead, Σ becomes Σsh, a vector of spherical harmonic coefficients alm. A  must be recast so that it 

represents the integrated vector sensor response to one spherical harmonic component. That means that Ash
m

l is the 

response of the vector sensor to a particular Yl
m 

integrated over all θ and φ. The real spherical harmonic Yl
m
 is used 

for this calculation.  For example: 

𝑨𝑠ℎ𝑙
𝑚(𝑘, 𝑠) = ∫ ∫ 𝒂(𝑘) ∙ 𝑌𝑙

𝑚(𝜃, 𝜑)𝑑𝜑𝑑𝜃
2𝜋

0

𝜋

0

 (11) 

where k represents the vector sensor element index and s is the spherical harmonic component index. The result will 

be a function of the two polarization angles, γ and η. The resulting k x s matrix, Ash, replaces A in the EM algorithm. 

Table 1 shows Ash for l=1. 

Table 1. Example results for l=1 of the vector sensor integrated response to a spherical harmonic component. 

𝑨𝑠ℎ1
−1 𝑨𝑠ℎ1

0 𝑨𝑠ℎ1
1 

(

 
 
 

√3𝜋 cos 𝛾
0
0

𝑒𝑖𝜂√3𝜋 sin 𝛾
0
0 )

 
 
 

 

(

  
 

0
0
0
0
0
0)

  
 

 

(

 
 
 

0

−√3𝜋 cos 𝛾
0
0

𝑒𝑖𝜂√3𝜋 sin 𝛾
0 )

 
 
 

 

 Calculating the columns of Ash up to l=4 reveals an interesting pattern. The only columns that have non-zero 

entries correspond to order m=±1. This is likely due to the symmetry of the sensor and the symmetry of the spherical 

harmonic functions. Unfortunately, this feature reduces the utility of this estimation method since analysis of real 

sky data indicates that there are significant non-zero coefficients for all degrees and orders. The problem needs to be 

reformulated to avoid this symmetry-induced degeneracy. That work is currently ongoing. The pixel-based 

estimation is the standard imaging tool for vector sensor data at this point. 

 Polarization can be handled in a similar manner to the pixel-based method.  The spherical harmonic coefficients 

can be calculated separately for the four Stokes parameters (I, Q, U, V).  Making four separate estimates of the 

spherical harmonic coefficients in order to fully specify the polarization state over the full sky will reduce the 

maximum degrees (l) available for the estimate, assuming a unique estimation is desired.  More degrees may be 

added at the cost of a nonunique estimate of the coefficients.  Other polarization estimation techniques are also being 

investigated. 

VII. Ground-Based Observations and Results 

 24+ hour Collection A.

 One of our first experiments to test the ATOM antenna and receiver system was a low bandwidth, long duration 

collection to examine its sensitivity to astronomical radio sources. We deployed the antenna at a relatively radio 

quiet location near Barre, MA and set out to observe the noise floor in a quiet radio band with the hope of observing 

diurnal variations that could be attributed to the rise and set of the Sun or galactic center. We collected about 29 

hours of data starting on March 31, 2016 with a 200 kHz bandwidth centered around 26 MHz. In order to compare 

with a resonant antenna and the receiver noise floor, we acquired data for two each of the dipole and loop modes of 

the ATOM antenna, an HF vertical antenna, and a 50 Ohm terminated input. 
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Results are shown in Figure 11and Figure 12, which depict the power observed over the course of the data 

collection. Despite the relatively remote location, the experiment suffered from significant RFI from an unknown 

source. The lower, stable power level of the terminated input shows that the signal channels are not receiver noise 

limited. The wildly varying power levels in all of the signal channels, including the resonant HF vertical, point 

toward RF interference as the dominant factor. The worst of this interference is evident in two separate time periods 

that exhibit power levels significantly above the background noise level. Unfortunately, because of the RFI, there is 

no discernable diurnal trend that can be attributed to astronomical noise sources. 

Figure 11.  Median power (above) and spectrogram (below) for the Atom antenna's loop A channel during 

the long duration data collection. The background noise is interrupted by two primary periods of broadband 

interference from an unknown source. 
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 Solar Burst Observation B.

Having concluded that the ATOM antenna in its current configuration and location was not sensitive enough to 

observe persistent astronomical radio sources, we turned our eye toward solar radio bursts as a potentially bright but 

transient astronomical source. Our strategy was to collect data for a couple of hours every day while the Sun was 

overhead and analyze the data afterward looking for solar activity. Fortunately, a period of high solar activity 

presented itself and we were able to collect data on July 21, 2016 that coincided with a NOAA-reported solar radio 

burst event at 245 MHz. The spectrograms from this event are shown in Figure 13. They depict four broadband 

spikes, each lasting a few seconds and ocurring in a span of under a minute, that represent our suspected solar radio 

burst. All-sky maps of Stokes components estimated using the pixel-based EM imaging algorithm applied to the first 

spike is shown in Figure 14. The maps show signal coming from two directions, one in the Northern hemisphere and 

one in the Southern hemisphere. The Northern source has approximately the correct elevation for a solar signal at 

that location and time of day, but its azimuth is offset from where one would expect. The source in the Southern 

hemisphere is opposite the Northern hemisphere source, so it most likely represents a ground image of the true 

source. These results are encouraging and point toward the desired capabilities of the vector sensor, but further 

calibration is needed to ensure accuracy and prove the direction-finding technique. 

Figure 12.  Median power for all six channels during the long duration data collection.  The channels 

consisted of two of the ATOM antenna's dipoles (dA, dB), two of its loops (lA, lB), an HF vertical antenna 

(vt), and a terminated input (tm). No diurnal trend is evident due to the presence of RF interference. 
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VIII. Conclusion 

Two vector sensor designs, one for ground-based observation and one for space applications, were presented. The 

vector sensor is a highly capable individual instrument, allowing for direction of arrival, flux, and polarization 

estimation of multiple sources in a single snapshot. Limited sky mapping is possible with a single vector sensor. The 

 

Figure 14. Sky map of the measured solar radio burst generated by the vector sensor imaging algorithm.  

Each map is a Mollweide projection with zenith at the top and the horizon across the widest part of the 

map. The source in the Northern hemisphere has approximately the correct elevation for a solar source, but 

its azimuth is offset. A ground image appears in the Southern hemisphere. Further calibration is needed to 

refine the direction-finding capabilities of the vector sensor. 

 

 

 

Figure 13. Spectrograms from all six vector sensor channels (dipoles A, B, C and loops A, B, C) showing 

potential solar radio burst detections. Four broadband spikes, each lasting a few seconds, coincide with a 

NOAA-reported solar radio burst event at higher frequencies. 
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additional degrees of freedom of the vector sensor also recommend it as a highly capable interferometric array 

element. Vector sensors may be an enabling technology for a future space-based low frequency interferometric 

array. 

We have developed two imaging approaches for vector sensor data. The Atom antenna and custom LNA were 

used with custom low EMI data acquisition equipment to collect data at a local field site. We applied both imaging 

approaches to ground-based onbservations successfully. RFI/EMI mitigation is a major challenge at HF/MF 

frequencies, and will be key to designing a successful space-based system to probe the last frontier of the EM 

spectrum. 

Future work with the vector sensor will focus on three key areas: 1) designing compact, space-qualified, low EMI 

electronics for the DEVS, 2) demonstrating the interferometric capabilities of the vector sensor, and 3) further 

refining and improving imaging and nulling algorithms.  
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